Blender and Unreal Engine Character Design and Behavior Programming for 3D Games
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ABSTRACT

A software game is a program used for entertainment and severe purposes that can be applied to many fields such as education, business, and health care. These more severe uses can apply to a variety of domains. The software game development technique is distinct from traditional software development due to the multidisciplinary nature of the game development methods, which include elements such as sound, art, control systems, artificial intelligence (AI), and human factors. The fundamental software engineering principles allow game creation to achieve maintainability, flexibility, reduced time and expense, and improved design. This study’s objectives are to (1) evaluate the current level of research on the process of game development software engineering and (2) draw attention to aspects of this process that require additional investigation by researchers. In the research, we utilized a methodology that consisted of a comprehensive literature evaluation based on widely recognized digital libraries. The production phase of the game development software engineering process life cycle has been the focus of most research published on the topic. The pre-production phase has followed this. In comparison, the amount of research focused on the post-production phase is far lower than that of the pre-production and production stages. According to this research, developing video games through software engineering has many facets that require more attention from researchers; this is especially true regarding the post-production phase.

Keywords: Digital Games, Model, Game Development, Unreal Engine, Blender

INTRODUCTION

Technology has taken over our everyday lives to the point that we are surrounded by it no matter where we go. We can find gadgets embedded with software in most of them. These devices can execute various jobs quickly and be created to cater to our wants and requirements so that we can get the most benefit out of them (Aleem et al., 2016).
Suppose one focuses on the industry of digital games. In that case, they will discover that it has benefited from this, and according to the Entertainment Software Association (ESA), an organization founded by numerous game creators, the industry made a profit of twenty-three and a half billion dollars (Thaduri et al., 2016). In addition, according to the ESA, on average, 1.7 gamers live in each home in the United States. However, even though the business appears to be doing well, there needs to be more development rules and models that hinder the production of games. Because of this challenge, a different strategy was required.

Software can be defined as any collection of instructions that enables us to interact with technology. Since digital games are software, this definition includes software. In this instance, the software emphasizing enjoyment is a digital game (Thaduri, 2017). Because of this, one could believe that utilizing a software development model is sufficient to design a game successfully; moreover, digital games are not a result of pure engineering; they cannot be developed using a systematic and stringent engineering process. However, digital games are not considered works of pure art either; instead, they result from interweaving multiple disciplines, including art, music, programming, acting, and the management or integration of all these elements (Lal et al., 2018). Because of this, creating a video game calls for a very particular and precise development procedure. Despite this, software development models continue to serve as a valuable resource of principles, concepts, and processes, yet they still need to be improved regarding the particulars of game development.

In addition, the production and development of video games as a means of enhancing the quality of life for people with disabilities is not a novel concept; however, it is a "noble" concept that has, up until this point, counted on some efforts that followed an ad hoc approach rather than a systematic approach that was guided by a well-recognized and well-documented process for creation and production (Lal & Ballamudi, 2017). The Social Tech Booster, found online at http://stb.uninova.pt, is one example of an initiative producing distinct "serious" games and systems towards this purpose. The initiative brings together educational institutions and students in their final year of study in engineering. Through completing their master's thesis, the students are allowed to make a positive difference in the lives of several other people. At the same time, the institutions receive more resources suited to their requirements, ultimately altering the lives of those in the greatest need (Best, 2013).

The issue mentioned before is that there needs to be a development model that can successfully design and develop a game for this purpose. In addition, the process by which the STB initiative is carried out creates further barriers to progress because of the constraints imposed by both parties involved (Thaduri, 2018). A problem that needs to be solved is the knowledge gap between the two parties, which is caused by factors such as the lack of time that the students have to develop the game (they have only nine months to do it), the lack of resources that the institutions can provide, and so on. Using the STB initiative as a starting point, this article proposes a game development model capable of effectively delivering a high-quality game (Ballamudi, 2016).

**PROGRAMMING CHARACTER BEHAVIOR**

Molding a character's behavior in a game is complicated and requires various tools. Instead of depending on Unreal's physics engine, the game's primary characters use root
motion technology (Lal, 2015). This method enables the animations to control the movement of the character’s root bone. Animators now have greater control and precision over the character’s movement and interactions with the environment. Using keyframe animation in Blender to produce the gameplay animations and then merging everything in the AnimGraph, a technology that enables us to create complicated animation logic for our characters using nodes and graphs, is how the animations are created. Because we can bundle many states into a single alias and then use it as a condition for transitions or blends in Unreal Engine 5, it is straightforward to keep everything organized. This is made possible by the State Aliases feature, one of the many features that make it possible. We can simplify our AnimGraph and keep from repeating the same logic for each of the different states if we do it this way (Chen et al., 2012).

We also use Masks, additive animations, and cached poses to add further depth on top of everything else. Masks are a type of node that enables us to apply different animations or effects to some skeleton regions while isolating those parts from the rest (Ballamudi & Desamsetti, 2017). If we want the upper body to move in another animation from the lower body, we can use a mask. Additive animations are layered on top of another animation, so altering the pose is achieved at the end. Using an additive animation, for instance, we could add tilting to the flying or the running and varied positions while the character is aiming when they are shooting (Thaduri, 2019).

There are nodes in the AnimGraph known as cached poses. These nodes allow us to save a posture at a specific location in the graph and reuse it later. For instance, we can use a cached pose as a transitional tool to transition between two different positions seamlessly. Using root motion in a multiplayer game is not a good idea since it can cause synchronization issues and latency problems. Using root motion in a single-player game is not a problem. However, when used in a game with only one player, it can offer quite a few more layers of realism and allow animators to “direct” and control the movement of a figure (Desamsetti & Mandapuram, 2017). Now, non-playable characters are different. Blueprints are used instead of behavior trees in creating the game’s primary adversaries, for example. Blueprints are incredibly versatile and powerful tools that may be used to design anything from straightforward triggers to intricate artificial intelligence systems (Ma, 2013).

However, what about the crowd NPCs, the people we see doing business in the various cities? They take a hint from Unreal’s Matrix Demo and the plug-in Mass AI system, which is a tool that enables us to create large-scale crowds of autonomous agents that can navigate complex settings. They take a cue from Unreal’s Matrix Demo and the plug-in Mass AI system. Because of this structure, the non-playable characters (NPCs) navigate the city by following these predetermined paths while deftly avoiding impediments, such as the main character or other NPCs (Lal, 2016). We are letting them make their own decisions.

We combine Mass AI with our own NPC randomization blueprint, which is a mechanism that enables us to generate a wide variety of NPCs with their personalities. Booleans and data tables are used to pick various values for each NPC, such as gender, race, haircut, dress, accessories, etc. This allows the system to function correctly. After that, the values are used in the creation script to alter the NPC’s appearance and qualities. For instance, we can decide the gender of the NPC by using a boolean, then use a data table to choose a random name, hairdo, and outfit for that gender, and finally update the textures and
parameters in the materials. Because of this, rather than having to design each NPC manually, we may generate hundreds or even thousands of unique NPCs.

This approach is a massive assist in populating the game’s cities because it enables us to construct realistic and diverse crowds of NPCs, giving the environment a more vibrant and immersive feel overall. We can also utilize this method to design NPCs that fit the theme and atmosphere of each city, such as futuristic, cyberpunk, steampunk, or any of the other themes above. An illustration of this system can be seen in this location. Remember that the system still needs to be done and that the final product will have additional age possibilities, outfit selections, and materials.

We also decided to combine behavior trees and root motion to simulate the movement of animals and other unique NPCs that are free to explore the open world. A behavior tree is a graphical representation of the decision-making process that an artificial intelligence agent goes through. They are made out of nodes that can represent various things, including actions, conditions, sequences, selectors, and decorators. By mixing behavior trees with root motion, we can provide animals and NPCs with realistic movements and dynamic behaviors. This allows us to develop more complex characters. Ultimately, every character is unique, and to make them behave precisely how we want, we will need to use the appropriate tools from the toolbox provided by Unreal.

COMBINING BLENDER AND UNREAL ENGINE

Blender is often where we do all our modeling for environments, except for minor items. This means the level design is created entirely within the Blender program. Since we have already coded the character’s movement, it is much easier for us to make it directly in a modeling application, which is a technique that might only be encouraged if we are intimately familiar with the character’s movement. However, doing so is much simpler (Turner et al., 2016).

As we previously stated, the initial layout and the building were created by us in Blender. After that, everything is imported into Unreal in distinct parts, and after that, we begin the process of scene dressing with smaller items such as lighting, benches, trees, and other elements along the same lines. When it comes to the appearance of characters and other props in Unreal, we find it helpful to have a visual reference of what they will look like. To see textures and other features, we use our shaders in Blender. This gives us much creative freedom. The shaders in Blender and Unreal are essentially the same thing from a technical point of view.

Importing animations is the component that poses the least amount of difficulty. If an animation does not function as intended, reimporting it into Unreal is as simple as conducting a drag-and-drop operation on our computer. This is typically a procedure that we carry out several times. In addition, Unreal has a set of tools for modifying animations, such as changing their pace or adjusting the curves in facial mocap. Therefore, Unreal is always open to making a few tweaks here and there (Dekkati & Thaduri, 2017). However, since Unreal has streamlined the import procedure, the shortest option is reimporting it from Blender. However, it is essential to remember that the programs use different units of measurement and even axis orientations, so it is necessary to be aware of these differences. As a result, we will need to configure the scene in Blender and the export and import settings so that everything runs smoothly. Once that step has been completed, switching from Unreal to Blender is a relatively simple process.
We also collect motion capture data for our work using Rokoko Studio (with the Smartsuit and Smartgloves) and the Live Link Live application, specifically designed for facial mocap. In addition to it, we make use of other applications, such as Substance 3D Painter. Because of this, we are accustomed to switching between software regularly and developing a smooth and efficient routine.

**SETTING UP THE SCANNING EFFECT**

The scanning effect is a function that, when activated, will allow us to view more information about the planet and the characters in the game, providing details and hints that were previously hidden. However, putting it into practice is pretty simple, with the most challenging component being the visual aspect of it (Chen et al., 2019). Configuring a flip-flop node in the blueprints is necessary to produce the scanning effect. A flip-flop node is called if it switches between its two different outputs every time it receives an input. In this scenario, the input consists of the button turning on the scanning mode. The first output causes the activation of a post-processing shader. This shader applies an effect to the final displayed image by utilizing a timeline, a node that allows us to animate a value using curves. This is followed by triggering a boolean variable named Scan, which can only take on one of two values: true or false (Yoon & Kim, 2015).

The scanning effect relies heavily on the post-processing shader to do its work. It produces a mask that spreads outward from the camera’s location to "the end" of the world, covering everything that comes into contact with it. The mask can alter the look of the items behind it, including adding a grid, an impulse, a chromatic aberration, or even outlines on the buildings. Controlling the visibility of specific objects in the world, such as additional user interface, character information, mission cues, and so on, is another use of the mask (Dekkati et al., 2019). These components are only revealed whenever the mask is positioned to cover them; otherwise, they remain concealed in the background. This results in a scanning effect that is both dynamic and participatory.

Scan is the name of the boolean that is used to keep track of whether or not the scanning mode is currently active. It controls the visibility of specific items worldwide, such as additional user interfaces, character information, mission hints, etc. When set to true, it enables the post-processing shader and allows the extra elements. They are rendered inoperable once that property is set to a false value. Additionally, the boolean is used to connect with other blueprints or scripts that may require information regarding the status of the scanning mode, such as whether it is active or not. If we push the input button again, the flip-flop node’s second output will deactivate the post-processing effect through another timeline. It will also turn off the Scan boolean, returning everything to its initial, standard state.

We are going to talk about the "city generation" here. It is similar in concept but more complicated since it also involves the integration of level streaming, which is a technique that enables us to load and unload parts of a significant level dynamically, depending on the location and direction of the player in the level. It is similar but significantly more complicated.

**OPTIMIZATION**

Our absolute favorite aspect is optimization, and we employ various tools to ensure everything goes well. On a laptop outfitted with a GTX 1060 GPU, 8GB of RAM, and an i7...
processor, the game plays flawlessly with all settings set to Ultra at 1080p, getting 30-50 frames per second (FPS). When we consider this, it is clear that optimization is one of the most important things for us to focus on (Aleem et al., 2016).

To begin, the game does not use Lumen, VSM, or Nanite, even though these are fantastic tools that make the work of developers much more accessible. When these tools are used, however, it is possible that the game will not function as intended on systems with a middle-range to lower-end hardware configuration or even on consoles from an earlier generation. As a result, we first turned off these options (although the appropriateness of this move dramatically depends on the nature of our project and our goals).

Instancing and Level of Detail (LOD) are used extensively throughout the game’s cities and world. Instancing is a technology that allows numerous copies of the same mesh to be rendered with only one draw call. This brings the CPU overhead down, which ultimately results in improved performance. LODs, which stands for Levels of Detail, are simplified representations of a mesh presented at various distances from the camera. These mesh versions are rendered in different ways depending on the distance. This lowers the stress on the GPU, which in turn increases performance. On the other hand, collision detection is maintained as straightforward as practically practicable because complicated collisions can result in substantial problems (Liang & Feng, 2012).

The master material for buildings is another method that can be utilized. The buildings in the game have a great deal of intricacy and typically contain between 12 and 16 different materials within each structure. This could result in issues with the draw call. A draw call is a command that tells the GPU to render a geometry batch with a specified set of state changes (Dekkati et al., 2016). A draw call is also requested to keep this explanation as straightforward as possible (Ballamudi, 2019a). As a result, making excessive draw calls might slow the rendering process and impact performance. To address this issue, a new material was developed that combines all of the existing textures and materials into a single material, essentially including a Material Atlas function into the material itself (the work of PrismaticaDev served as inspiration for the development of this material). A material atlas is a texture comprising numerous sub-texures, each of which may be accessed using various UV coordinates (Ballamudi, 2019b). This is a more technical explanation of what a material atlas is. If our scenes have many different materials, we should use this strategy. Our GPU will be grateful.

The rotation of items is the subject of yet another entertaining trick. Certain cities feature hundreds of things that rotate at the same time. The traditional method for accomplishing this goal uses animations and skeletal meshes, even though they can affect performance; alternatively, it uses rotating components or tick events, even though both of these concepts struggle when dealing with hundreds of spinning objects. To solve this problem, we devised a shader that gives the impression that the object is rotating even though it does not move in that manner. A visual technique analogous to the movement of plants in response to the character or the wind.

**CHALLENGES IN GAME DEVELOPMENT**

Only 16% of projects are finished on time and under budget, as indicated by the findings of a recent data gathering conducted by Pretillo. In addition, it is reasonable to deduce from the data collected that the difficulties that occurred more frequently (over fifty
percent) resulted from ineffective project management and inadequate requirement collection (Desamsetti, 2016a).

The production of video games is fraught with difficulties, and the failure rate is high; nonetheless, many of these issues have been addressed and resolved by the computer software industry. To find solutions to problems, it is necessary first to recognize and comprehend the challenges at hand, as is the case with most situations. The most significant competitors are as follows:

- **Diverse Resources** Video games are the product of the collaboration of a large number of specialists in a variety of fields. As the project progresses, managing all of these is an increasing challenge.

- **Diverse Resources** Video games are the product of the collaboration of a large number of specialists in a variety of fields. As the project progresses, managing all of these is an increasing challenge.

- **Scope**: Because there was not enough time spent developing a feasible and viable design and planning, the size of the project is continually growing as new features are introduced. Adding features one after another with little thought will eventually result in the installation of unrealistic features.

- **Publishing**: Bringing the game to the industry may be difficult owing to the lack of investment or outdated technologies. This is because the video game industry is highly competitive and fast-paced.

- **Management**: Managing many resources while ensuring the project stays on schedule necessitates effective communication between all participants and vigilant supervision.

- **Third parties and emerging technologies**: The intense rivalry in the gaming business drives the ongoing creation of innovative and cutting-edge new technology. Managing this challenge could be problematic easier if the appropriate technology is utilized.

- **The organization of a team** is a complex process since ensuring that all team members are in check, thinking the same way, and working for the same common goal is challenging.

- **The project’s success** may be directly correlated to the process selected for its development. Having a solid grasp of the procedure is also essential.

- **These issues can also occur with the STB initiative** and must be considered when designing this new paradigm.

Even though Christopher M. Kanode and Hisham M. Haddad have devised several solutions, such solutions need to match the criteria for the STB initiative. However, knowing the presence of these difficulties as well as the significance of them is sufficient to enable one to make conclusions and get the model ready to deal with them.

**DIGITAL GAMES’ DEVELOPMENT MODEL**

The problems with the STB described earlier are addressed, and a potential solution is presented in this article in the form of a new model for game development (Desamsetti,
2016b). In other words, the creation of high-quality video games that are effective via the use of a methodical procedure rather than an ad hoc strategy to enhance the lives of people who have disabilities through the collaboration of organizations that care for children and undergraduate students (Pirovano et al., 2016).

The following game development models, each consisting of five stages and developed with the information gained from software development models and the usual issues that arise during the development of games, while also bearing in mind the entities involved in the STB project, are offered.

**Planning Stage:** The purpose of this stage is to prepare for game production. First, develop the game concept. Three key activities are suggested:

- **Brainstorm:** Develop game concepts by compiling feature ideas and conducting market research to identify comparable or related games.
- The second activity, **Meetup,** involves meeting the "client." In this situation, daycare. The goal is for students and institutions to share ideas, hopes, and features. Proper documentation of this meeting is crucial for the game development process.
- **Set-up,** the final planning process, refines the game based on prior outcomes and prepares for development.

All game features must be documented and a development timeline established, starting with critical features. Maintain these documents in a portfolio for transparent project supervision.

**Design Stage:** The Design stage includes creating and revising the game design and the initial prototype. Like the preceding stage, it has three key activities: **Appointment,** the initial activity, bridges the knowledge gap between institutions and students, preventing communication breakdowns, and allowing students to obtain crucial information. Throughout go-along visits, students observe personnel of the institution throughout their daily routine, receive information on available resources and patient limits, and gain insight into their target audience (Cardoso et al., 2017). In the second activity, the prototype is developed, containing all game instances and adjustments to the earlier planning to account for new features. The final phase, re-evaluation, involves creating Game Design Documents with the final design, including features, planning, and the initial prototype (Desamsetti & Lal, 2019). Remember to keep all completed documents from all stages in a portfolio.

**Development Stage:** The Development stage is the main procedure for creating the game. This stage uses an iterative approach for game creation. With each iteration, a new feature is added, tested, and reviewed. A feature is produced and introduced to an existing project before being tested. At this stage, the development team conducts functional tests, not fun ones (Desamsetti, 2018).

An inspection of the completed project follows testing. Initially, a professor conducts the inspection, followed by the institution. The initial inspection assesses if the institution needs to clarify specifics and affirm or deny development decisions, ensuring the game remains on schedule (Deming et al., 2018).
**Evaluation:** The evaluation step evaluates the game's functionality and enjoyment appeal. This stage involves simple testing assessing both functional and enjoyable features (Ballamudi, 2019c). The testing process involves three parts, each with assessment sheets.

The project has three phases: the first involves the development team and those who are entirely familiar with it, the second involves those who are less familiar, and the third involves those who fit the desired target, childcare institution members, and other professionals.

**Deployment:** At this point, the "deployment to the masses" and the institution are under this stage’s purview. The development team must choose a way of deployment that the institution may easily access while also considering the resources at their disposal. The rollout should occur in two stages: initially, it should target the institution and then move on to the broader public.

**CONCLUSION**

Two games were developed using the proposed paradigm for validation. To validate the suggested model, the success of these games was compared to earlier games. In the planning stage, the development team created a basic game with additional features. To make the game more engaging, an activity was included. However, during the appointment activity during the design stage, the childcare facility stated that the game should be simple without extras. Extra features outside gaming. The goal was to Replace and offer a fresh method of therapy. In this scenario, game simplicity was essential. So that children with problems already Do not lose primary teaching in actions other than those that boost their standing, degrading all work. The childcare institution and professor accepted a simple prototype. The development stage featured four iterations. The first iteration, core one difficulty level, was created for games. And few words. The subsequent iterations increased the difficulty and words, all according to Childcare institution specifications, and evaluated and met with their therapists. First, the professor considered and then First by STB students, then members of the childcare center, and then patients. The findings showed a simple, shallow game. However, it fits the establishment. The deployment only targeted institutions since it was a focused game, but some changes happened.
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