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ABSTRACT 

The health sector, like the other sectors, contains a large amount of data that should be used to better 
understand and treat the various ailments that are prevalent. For example, diabetes is a condition that is 
becoming more prevalent but that may be managed if discovered at an early stage. The algorithms of machine 
learning (ML) can be utilized for this purpose. We have examined the various machine learning methods and 
the attributes that can be utilized to train these algorithms for the purpose of detecting diabetic complications. 
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INTRODUCTION 

The health sector needs help to solve different issues. A health care system can help this sector to increase its 
performance and help the people in solving their health related issues. Diabetes is one of the dangerous diseases that 
people face now a days. This disease very common among the people even the child can also be its victim. This disease 
is so dangerous that it can lead to the death. This disease is detected through the blood test of a person. A person is 
considered a diabetes patient if he contains sugar more than the normal value in his blood. According to the researchers 
(Lukmanto & Irwansyah, 2015) there are two major types of the diabetes. 

Type 1 

This type of diabetes occurs because insulin is not produced by the liver of a patient. Insulin is used for absorbing the 
glucose contained in the blood of a person. When there is no insulin, the glucose will be increased in the person’s body 
and it will make him a Type one patient of diabetes. The children can also be the patient of this type of diabetes. The 
patients of this type feel more thirsty, nerves problems etc. Insulin therapy is a mechanism that is commonly adopted 
for treating this kind of patient.  

Type 2 

The patients of this type of diabetes are mostly the persons who are older than 40 years. The lack of exercise can be the 
major cause for this type. The patients of this type of diabetes are more than the type 1. Almost 90% of diabetes patients 
are the patients of type 2.   

The number of diabetes patients is increasing with the passage of time. According to researchers (Atlas, 2015; Kaul et 
al., 2013) the patients of diabetes will increase 55% in 2035 and there will be one death because of diabetes in every six 
to ten seconds. Resistant to insulin can be the cause of diabetes mellitus and this a complex kind of debilitating disease 
(Beloufa et al., 2013; Thirugnanam et al., 2012; Varma et al., 2014). The discovery of the anti-diabetic drug is a great 
challenge of the current time (Sakurai et al., 2002). There is a huge amount of data available that is related to this disease 
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and its patients. It is necessary to utilize this data for the wellbeing of diabetes patients. Various sectors now a days 
using machine learning (ML) to solve the different issues (Rahman et al., 2019). Researchers (Fadziso et al., 2018) used 
the algorithms of ML for predicting the stock market price. These algorithms can also be used in the health care sector. 
For example, researchers (Finkelstein & Cheol Jeong, 2017) used these algorithms for predicting the asthma at an initial 
stage. Researchers (Kavakiotis et al., 2017) said a huge amount of data is collected related to the patients in the health 
care sector. This data must be used in an efficient way. They used this data set for the detection of diabetes. 

  

Figure 1: Classification of Diabetes 

The purpose of writing this literature review is to discuss the importance of early prediction of diabetes. The 
importance of machine learning in this regard will also be discussed. We will discuss the different attributes and 
machine learning algorithms that can be used for detecting the diabetes. The literature review is formulated as: section 
two contains the Methodology, section three shows the Research Questions, search process is presented in section four, 
result and discussion is section five, and lastly conclusion is given in the section six.  

METHODOLOGY  

The SLR (systematic literature review) methodology is used for writing this literature review. This is a widely used 
methodology for this purpose. The sub parts of the methodology are discussed below.  

Inclusion and Exclusion: There are a huge number of papers that are available on different databases such as the IEEE, 
ACM etc. It is necessary to have a criteria for including the suitable papers. The criteria that we followed for including 
the papers was based on the language and complete availability of the paper i.e. the papers that were completely 
available and their language was English, were included and rest of the papers were excluded.  

Quality Assessment: For assessing the quality of the papers, the content of the papers were considered. A paper that 
presents a good content was considered as good quality paper.  

RESEARCH QUESTIONS (RQ) 

We have created two research questions for this literature review. A detailed discussion will be made on these RQ’s in 
the result and discussion section.  

RQ 1:  Why machine learning is required for the early detection of diabetes and what are the different attributes that 
can be used for this purpose? 

RQ 2:  What are the different machine learning algorithms that can be used for the prediction or detection of diabetes? 

SEARCH PROCESS 

We followed a search process for collecting the highly relevant papers on the topic. Our search process was based on 
different steps. In the first step, the papers with not relevant titles were excluded. Second step was excluding the papers 
whose abstract was not relevant. In the third step, the rest of papers were studied completely and based on the 
complete content we excluded the papers whose content was not suitable to our topic.  

RESULT AND DISCUSSION 

Diabetes is one of the major diseases that is faced by different countries of the world. World health organization (WHO) 
is also doing research for finding the best solution for this disease (Alberti & Zimmet, 1998). In 1970, WHO created 
criteria and a classification system for the diabetes, with the help of National Diabetes Data Group. With the 
advancement in technology, it is necessary to make use of technology in the health sector to resolve the issue of 
diabetes. Obviously, this cannot completely resolve the issue but early detection of the diabetes will help in dealing 
with diabetes. Machine learning (ML) provides a different algorithms that are useful in the prediction cases. The major 
aim of the ML is to make the computers powerful to learn from their experience and make predictions (Wilson & Keil, 
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2001; Sun & applications, 2013; Kaur et al., 2017). Machine learning can be applied in different domains such as search 
engine, traffic management, gaming, email filtering, disease prediction (Jordan & Mitchell, 2015; Sattigeri et al., 2014; 
Li & Arandjelovic, 2017). Now a days, ML is using for different purposes in the health sector. These include the 
diagnosis of liver disease, risk assessment, cancer classification (Libbrecht & Noble, 2015; Kourou et al., 2015). SVM 
algorithm of machine learning used by the researcher for the diagnosis of liver disease (Hashem & Mabrouk, 2014).  

The algorithms of ML are typically categorized into three categories (Russell & Norvig, 2002). These are the supervised, 
unsupervised, and reinforcement learning. Researchers (Bagherzadeh-Khiabani et al., 2016) developed a logistic model 
for the prediction of diabetes. They tried to find the most suitable predictive attributes for this purpose. The more 
accurate predictive attributes help in achieving the good accuracy. Researchers (Georga et al., 2015; Robnik-Šikonja & 
Kononenko, 2003; Adusumalli, 2018) used the random forest for finding the best diabetes predictive attributes. ML is 
used by the researchers for the classification of diabetes (Roychowdhury et al., 2013).  

In the healthcare sector, the development of any diagnosis software requires the software should also be able to 
perform the prediction. Diabetes is a disease that can affect the entire body of the patient (Kaur et al., 2012).  Researchers 
(Priya & Aruna, 2013; Pasupuleti et al., 2019) used the ML algorithms for detecting the eye disease that is caused by 
the diabetes. It is necessary to predict or detect these kinds of diseases at an early stage.  

RQ 1 : “Why machine learning is required for the early detection of diabetes and what are the different attributes that 
can be used for this purpose?” 

In almost every sector, a huge amount of data is available. This data is collected electronically so it is easy to apply the 
ML algorithms for different purposes. The method of keeping the records manually is almost finished in each sector. 
Because the use of databases and computers makes it easy to manage and collect the data. In this way, each sector has 
a huge volume of data and ML can be applied to this data for performing the different tasks such as the prediction or 
detection. In the health sector, one of the major issues is the early detection of the diabetes so that doctors can start the 
treatment early. For this purpose the ML algorithms can be trained with the data set available in the hospitals. 
Researchers (Pasupuleti, 2017) used the ML algorithms for the early detection of the Type 2 diabetes. This is the most 
common type of the diabetes as the 90% of diabetes patients contain this type of diabetes. Various researchers used the 
ML for detecting the diabetes at an initial stage to prevent the different issues that can be caused by the diabetes 
(Gittens et al., 2014; Choubey et al., 2016; Wu et al., 2018). It is necessary to predict the diabetes early so that the 
treatment can be started. For this purpose, it is necessary to check the medical record, health information of the persons 
and it is very time consuming if it is performed in a manual way (Rubaiat et al., 2018). A large amount of data is 
difficult to handle through the traditional methods (Nguyen et al., 2015; Adusumalli, 2019; Sanz Delgado et al., 2013). 
That’s why it is necessary to use the ML for this purpose. But the challenging task in the training of ML algorithms is 
the use of correct features (Wang et al., 2015). The use of most accurate features for the training purpose can be 
beneficial in terms of less time consumption and more prediction accuracy (Guyon & Elisseeff, 2003; Frank & Hall, 
2011; Sideris et al., 2016). Different features or attributes are given below that are used by the researchers for the 
training and detection of diabetes. 

Table 1: Attributes for diabetes detection  

Polydipsia Polyphagia 

Polyuria Age 

2-hour postprandial blood glucose level Fasting blood glucose level 

RQ 2: What are the different machine learning algorithms that can be used for the prediction or detection of diabetes? 

Machine learning has made the different things easy in the various sectors. The issue of diabetes detection and 
prediction can be handled through the algorithms of ML. Researchers (Lee et al., 2015) used the ML for the detection 
of different risk factors that are associated with the type 2 of diabetes. Researchers (Aslam, Zhu, & Nandi, 2013; 
Pasupuleti & Amin, 2018) used the genetic programming for the classification of diabetes. The models that help in the 
prediction or assessment of risk are popular in the health sector (Oh et al., 2016). Researcher (Pasupuleti & Adusumalli, 
2018) used the ML approaches for the detection of diabetes. Various researchers used the ML for detecting the diabetes 
(Habibi et al., 2015; Razavian et al., 2015; Meng et al., 2013; Anderson et al., 2016; Anderson et al., 2016; Ozcift et al., 
2011; Adusumalli & Pasupuleti, 2017). Some of the most popular ML algorithms that are used for detecting the diabetes 
are given below.  

Logistic Regression: Researchers (Devi et al., 2016) used this algorithm for predicting the diabetes. They modified this 
algorithm for increasing the accuracy. The previous accuracy was 79% and they improved it to 90.4%.  
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Random Forest: Random forest is used by the researchers (Pasupuleti, 2018) for detecting the type of diabetes. 
Researchers (Benbelkacem & Atmani, 2019) also used this algorithm and compared it with other methods of ML. On 
the basis of their results, they announced this algorithm as a better algorithm for diabetes detection.  

SVM: Researchers (Kumari et al., 2013) said the number of diabetes patients is increasing continuously. It is necessary 
to use an automated way for detecting the diabetes. They used this algorithm for this purpose. Researchers (Carrera 
et al., 2017) used this algorithm for early detection of the eye disease caused by the diabetes.  

Naïve Bayes: This algorithm is used by the researchers (Adusumalli, 2017) as a novel approach for predicting the 
diabetes at an initial stage. They developed the web interface to show the prediction on the basis of different given 
values such as the age, insulin level etc.  

The diagram given below shows the steps that can be followed to get a prediction result from any of these ML 
algorithms. 

  

Figure 2: Algorithm Training 

CONCLUSION 

Diabetes is a disease that is continuously increasing in developed and developing countries. The efficient solution to 
deal with this disease is need of the time. The health care sector can use the ML for the detection of this disease early 
so that the doctors can help the patient to recover from this disease. This disease can also be the reason for different 
other diseases that can also be detected through the ML. In the modern time, it is necessary to use modern tools to deal 
with the increasing disease.  
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